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8. Rl SK ANALYSI S METHODOLOGY

8.1 WHAT IS RI SK ANALYSI S?

Risk Analysis is the technical process and procedures for
identifying, characterizing, quantifying and eval uati ng hazards.
It is widely used in industry and by federal agencies to support
regul atory and resource allocation decisions. The analysis of
risk, also called R sk Assessnent (see definitions of terns in
Ch.1 and in the dossary, App. A, consists of two distinct
phases: a qualitative step of hazard I dentification,
characterization and ranking; and a quantitative risk eval uation
entailing estimation of the occurrence probabilities and the
consequences of hazardous events, including catastrophic ones.
Fol |l owi ng t he quantification of risk, appropriate R sk Managenent
options can be devised and considered, risk/benefit or cost
anal ysis nmay be undertaken and Ri sk Managenent policies may be
formul ated and inplenented. The main goals of Ri sk Managenent
are to prevent the occurrence of accidents by reducing the
probability of their occurrence (e.g., practice risk avoi dance),
to reduce the inpacts of uncontroll able accidents (e.g., prepare
and adopt energency responses) and to transfer risk (e.g., via
I nsur ance cover age) . Most per sonnel safety and
operational / handl i ng precautions and requirenents at hazardous
facilities (and hardware design reviews and approval for plants
and critical equipnent) are intended to prevent, reduce the
frequency or probability of occurrence of hazardous events and to
mnimze their potential inpacts.

Both normal operations and unforeseen conditions can lead to
acci dents which cannot be prevented or controlled. In such
cases, the residual risk mnust be accepted and nanaged by
prepari ng energency response procedures (e.g., evacuation and
nmedi cal response plans) to |lessen the consequences of such
accidents. Determnistic and worst case scenario anal yses are
often used to assess the scope and exposure i npacts of inprobable
hazardous events with high consequences.

Several recent reports have discussed the role of technical risk
assessnment inputs to regulatory analysis and policy decision
maki ng. (*®  Since Risk Assessnent is a field where safety and
| oss prevention are the chief concerns, conservatismat various
steps in the analysis has often been adopted as a prudent
approach. Thus, conservative assunptions have been conpounded
sonmetinmes insetting unnecessarily stringent regul atory st andards
and requirenents. |In practice, excessive conservati smand use of
"wor st case" analysis has served as a basis for over-design of
critical facilities, and over-regul ation of industry by setting
unnecessarily strict license and pernit requirenments. (“> Sever al
m ssi on Agencies (such as DOD, NASA, DCE, EPA, USBM OSHA, N H
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NRC) have devel oped their own risk analysis tools to carry out
studies either in support of regulatory standards, criteria and
policies or to enable safe operations. For the past few years,
an I nteragency Task Force for Ri sk Assessnent, |ed by the NSF,
has been wor ki ng on uni formstandards, to the extent possible and
practical, for risk analysis nethods and their use by federa
Agenci es charged with protecting the safety and health of the
wor kers and the public. Sonme of these tools and approaches,
whet her devel oped specifically for space applications (Ch.9) or
for Iicensing decisions (e.g., NRCregul ations and studi es), (81516
are transferable to DOI/OCST for regulation and oversight of
commerci al launch activities.

Ri sk Assessnment provides the information necessary for Risk
Managenent deci sions. Ri sk Managenent, in a regul atory context,
requi res the eval uati on of the i npact and effectiveness of safety
st andards and regul ations to i npose additional controls or rel ax
exi sting ones.

8.2 Rl SK PERCEPTI ON AND RI SK ACCEPTABI LI TY

Subj ective judgnent and docunented societal bias against |ow
probabi |l ity/ hi gh consequence events may i nfluence the outcone of
arisk analysis. Perceptions of risk often differ fromobjective
measures and nmay distort or politicize R sk Managenent deci sions
and their inplementation. Public polls indicate that societa

perception of risk for <certain unfamliar or incorrectly
publicized activities is far out of proportion to the actua

damage or risk neasure (by factors of 10-100 greater than reality
for notor, rail and aviation accidents, but by factors of >10,
000 for nuclear power and food coloring).® Risk conversion and
conpensating factors nust often be applied to determne risk
tol erance thresholds accurately to account for public bias
agai nst unfamliar (x 10), catastrophic (x 30), involuntary

(x 100), imrediate vs. delayed consequence (x 30) and the
uncontrol l able (x 5-10) risk exposure. ("

Different risk standards often apply in the workpl ace, in view of
voluntary risk exposure and i ndemmification for risk to exposed
wor kers; as opposed to public risk exposure where stricter
standards apply to involuntary exposure. The general guide to
work place risk standards is that occupational risk should be
smal | conpared to natural sources of risk. Sone industrial and
vol untary risks may be further decreased by strict enforcenent or
adequate inplenmentation of known risk managenent and risk
avoi dance neasures (e.g., wear seat belts, stop drinking al cohol
or snoking). Therefore, sonme of these risks are controll able by
t he i ndividual (e.g., do not fly, take the car to work or snoke),
while others are not (e.g., severe floods, earthquakes and
t sunam s) .
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Rel ative Risk Assessnent is a common nethod of ranking risk
exposure |evels which enables decision nmakers to define
acceptable risk thresholds and the range for unacceptably high
exposure that would require Ri sk Managenent resources for
reduction and prevention. As Figure 8-1 and Table 8-1
illustrate, there are de facto levels of socially tolerated
(acceptable) levels of risk for either voluntary or involuntary
exposure to a variety of hazardous factors and activities.
Al though regulators often strive to assess absolute |evels of
risk, the relative ranking of risks is an appropriate R sk
Managenent strategy for resource allocation towards regul atory
controls. Cost benefit analysis is often required to bring the
burdens of risk control strategies to socially acceptable |evels.
Figure 8-1 and Tables 8-1 and 8-2 show estimated risk |evels
associated with natural and other (occupational, transportation,
etc.) hazards that may lead to undesirable health effects and
casualties. They showthat risk |l evels vary greatly by causes of
harm (chem cal, nechanical, natural or nman nade), probability,
degree of control, duration of exposure to the conseguence
(1 medi at e, del ayed, short or | ong-term, di stribution
(geographical, localized) in tinme and space, benefit to society
vs. costs of risk reduction and consequence mtigation.

Table 8-1 shows the relative risk exposure to individuals as a
casual ty probability fromvarious natural and regul at ed causes. (19
This table and its precursors in the literature(® illustrate
that the public voluntarily assumes risk | evels which are 100 to
1,000 tinmes larger than i nvoluntary exposures to natural hazards
and normal activities. These |l evels may be used as i ndi cators of
socially acceptable risk thresholds to conpare when new
regul atory standards are set. Note that risk exposure is
normal i zed both to the popul ati on exposed and to the duration of
t he exposure. To conpare the risk associated with each cause,
consi stent units nmust be used, such as fatalities or dollar |oss
per year, per 100,000 popul ation, per event, per man year of
exposure, etc.

| ssues related to acceptable risk thresholds for regulatory
purposes and for the public at large are often conplex and
controversial.(* 51719 The typical approach to establish risk
acceptance criteria for involuntary risks to the public has been
that fatality rates fromthe activity of interest should never
exceed average death rates from natural causes (about 0.07 per
100, 000 population, from all natural causes) and should be
further | essened by risk control neasures to the extent feasible
and practical.(®®

The societal benefit and the cost trade-offs for risk reduction
are widely used guides to set and justify risk acceptability
limts. By conparing the risks and benefits associated with
certain regulated activities, fair, balanced and consi stent
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FIGURE 8-1. RISK VS BENEFITS (REF. 9)
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TABLE 8-1.

ACTIVITY OR CAUSE

INDIVIDUAL RISK OF ACUTE FATALITY BY VARIOUS CAUSES. (REF. 19)

ANNUAL FATALITY RISK
FOR EVERY 1 MILLION
EXPOSED INDIVIDUALS

1. Smoking (all causes) 3,000
2. Motor vehicle accidents 243
3. Work (all industries) 13
4.  Alcohol 50
5. Using unvented space heater 27
6. Working with ethylene oxide 26
7. Swimming 22
8. Servicing single piece wheel rims 14
9. Aflatoxin(corn) 9
10. Football 6
11.  Saccharin 5
12. Fuel system in automobiles 5
13. Lightning 0.5
14. DESin cattle feed 0.3
15.  Uranium mill tailings (active sites) 0.02
From all causesinU.S. 8,695
From cancerin U.S. 1,833

Indicates that the risk was regulated by the Federal government in the last 10 years. For these
activities or causes, the risks in the table are estimates of risk prior to Federal regulation.

TABLE 8-2. ANNUAL RISK OF DEATH FROM SELECTED COMMON ACTIVITIES

Coal mining:

Accident
Black lung disease

Fire fighting
Motor vehicle
Truck driving

Falls

Football (averaged over
participants)

Home accidents

Bicycling (assuming one
person per bicycle)

Air travel: one trans-
continental trip/year

Number of deaths Individual
in representative year risk/year
180 1.3x10-3 or 1/770
1,135 8x10-3 or 1/125
8x 104 or 1/1,250
46,000 2.2x10-4 or 1/4,500
400 10-4 or 1/10,000
16,339 7.7x10-5 or 1/13,000
4x10-5 or 1/25,000
25,000 1.2x10-5 or 1/83,000
1,000 10-5 or 1/100,000

2x10-6 or 1/500,000

Source: Hutt, 1978, Food, Drug, Cosmetic Law Journal 33, 558-589.
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limts for risk acceptability may be set and institutional
controls on risk may be established. Figure 8-1 is based on
Ref.9: Starr's 1969 risk benefit anal ysis, which, although | ater
challenged inthe literature, illustrates several general trends
derived from an analysis of fatalities per person hour of
exposure to natural hazards and to hazardous human activities, in
terms of dollar-equivalent benefit to society. It appears that
voluntarily assunmed risk levels are a factor of about 1,000
hi gher than involuntary risk exposure |evels over the entire
range of benefits. Also, the acceptable risk curve appears to
vary as the cube power of the benefit, on this | og-normal scale.

Atypical regulatory risk threshold used toinstitute controlsis
the one-in-a-nillion casualty probability.(* Situations at this
threshol d i nclude: traveling 60 mles by car or 400 mles by air,
two weeks of skiing, 1.5 weeks of factory work, 3 hours of work
in a coal mne, snoking one cigarette, 1.5 mnutes of rock
clinmbing and 20 m nutes of being a man aged 60.

By analogy wth other industries, in the case of space
oper ati ons, Range personnel and commercial |aunch service firns
may be considered voluntary risk takers, while the public at
large is involuntarily exposed to |launch and overflight risks.
Wi | e Range Safety and on-site Range personnel are highly trained
in risk avoi dance and managenent, the public nust be exposed to
only mnimal risk fromconmercial |aunch activities.

There are clear but indirect public, econom c and ot her soci etal
benefits derived from conmmercial space operations, including
efficient t el ephone and vi deo communi cat i ons, weat her
forecasting, renote environnental sensing and crop data, better
drugs, advanced material fabrication, superior navigation
capability and other technol ogy spin-offs. Based on the risk

conparability approach illustrated in Ch. 5 (Vol. 2) and the
Range Safety controls and practices (Chs. 2, Vol. 1 and 9, 10),
commercial launch activities appear to be well wthin the

socially acceptable risk limts at this tine.
8.3 EXPECTED RI SK VALUES AND RI SK PROFI LES
There are two fundanental conponents of R sk Anal ysis:

. Determ nation of the probability, P, (or frequency of
occurrence, f;), of an undesirable event, E. The
probability of an event is its |Iikelihood of occurrence
or recurrence. Sonetines the probability estimtes are
generated froma detail ed anal ysis of past experience
and historical data available; sonetines they are
judgnental estinates on the basis of an expert's view
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of the situation or sinply a best guess. Thi s
quantification of event probabilities can be useful,
but the confidence in such estinmates depends on the
quality of the data base on actual failures and the
methods used to determine event probabilities.
Probabilities have |ong been used in the analysis of
systemreliability for conpl ex equi pnment and facilities
and to anticipate and <control various failure
scenari os.

. Eval uation of the consequence, G, of this hazardous
event: The choice of the type of consequence of
interest may affect the acceptability threshold and t he
tol erance | evel for risk.

The anal ytical phase of a R sk Analysis generally consists of
three steps:!® The triad: event (scenario), probability and
consequence is sonetines called the "Risk Triplet."

1. The qualitative step involves the sel ection of specific
hazardous reference events E (hazard identification)
or scenarios (chains of events) for quantitative
anal ysi s.

2. The quantitative analysis requires the estimation of
the probability of these events, P;.

3. The next quantification step is to estimate of the
consequences of these events, G.

The results of the anal ytical phase are used in the interpretive
phase in which the various contributors to risk are conpared,
ranked and placed in perspective. This interpretive phase
consi sts of:

4. The cal cul ati on and graphic display of a Risk Profile
based on individual failure event risks. The process
is presented in Figure 8-2.

5. The calculation of a total expected risk value (R) by
sunmm ng i ndividual event contributions to risk (R).

Naturally, all the calculations wundertaken involve sone
uncertainties, approximations and assunptions. Ther ef or e,
uncertainties mnust be considered explicitly. Usi ng expected
| osses and the risk profile to evaluate the anmount of i nvestnent
that is reasonable to control risks, alternative R sk Managenent
deci sions involving avoidance (i.e. probability decrease) or
consequence mtigation can be evaluated in terns that are useful
to the decision nmaker.
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(a) Plotting of points corresponding to individual failure events. Logarithmic scales usually
used because of wide range in values. The error brackets denote uncertainties in probability
estimates (vertical) and in anticipated consequences (horizontal) for each failure

mode/event.
—
logP —
(C=Q)
I I Y N A A

logC

(b)Construction of the cumulative probability risk profile curve (as described in text)

FIGURE 8-2. CONSTRUCTION OF A RISK PROFILE
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Therefore, a sixth planning step wusually included in Risk
Anal ysis is:

6. The identification of cost effective Ri sk Managenent
options, to be followed by:

7. Adopt i on of a Ri sk Managenent pol i cy and
i npl enent ati on.

The anal ytical phase yields results in the general formsuggested
in Table 8-3. There are two useful ways to then interpret such
results: expected risk values, R, and risk profiles. Bot h
nmet hods are enpl oyed for quantitative risk anal ysis.

TABLE 8-3. GENERAL FORM OF OUTPUT FROM THE ANALYTIC PHASE OF RISK ANALYSIS

UNDESIRABLE RISK
EVENT PROBABILITY* + CONSEQUENCES** + LEVEL

Eq P4 C, Ry = P1C4

E> P, C; Ry = PG,

E3 P3 G Ry = P3C3

En Pn Cn Ry = PnCi

*Probability of an event is expressed as a fraction, or in percent (dimensionless). Alternatively, a frequency per year, or per
event (in units of 1/time) may be used.

**Consequence, in the case of an accidentis a measure of the accident impacts of interest to the analysis (e g. mission loss,
payload damage, damage to property, number of injuries, dollar loss, etc.)

+Usually point values estimates for P, and C; are bracketed by best case - worst case estimates, to indicate the residual
uncertainty in point estimates. Orders of magnitude in the range bracketing consequence and probability estimates are not
uncommon, as the brackets in Fig.8-2 show.
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Expected values are nost useful when the consequences C are
measured in financial terns or other directly neasurable units.
The expected risk value R (or expected |oss) associated with
event E is the product of its probability P, and consequence
val ues:

R = P, xG

Thus, if the event occurs with probability 0.01 in a given year,
and if the associated loss is one mllion dollars, then the
expected | oss is:

R= 0.01 x $1, 000,000 = $10, 000

Since this is the expected annual |oss, the total expected | oss
over 20 years (assum ng constant $) would be roughly $200, 000.
This assunmes that the paraneters do not vary significantly with
time and ignores the I ow probability of nultiple | osses over the
period. To obtain the total expected |oss per year for a whole
set of possible events, sinply sum the individual expected
| osses:

Total Risk, R = PRCG+P,C+ . . +PC, =
N N
=Y P,C;=) R,
i=1 i=1
This expected risk value assunes that all events (E)

contributing to risk exposure have equal weight. Cccasionally,
for risk decisions, value factors (weighting factors) are
assigned to each event contributing to risk. The relative val ues
of the ternms associated wth the different hazardous events give
a useful neasure of their relative inportance and the total risk
value can be interpreted as the average or "expected" |evel of
| oss to be experienced over a period of tinme. One particul ar way
in which it is used is to conpare it to the cost of elimnating
or reducing risk (i.e., as part of the R sk Managenent strategy)
inthe context of cost/benefit analysis. Expected values of risk
(R are of prine inportance in both business and in regulatory
deci si on maki ng under conpl ex and uncertain situations.

Based on the definition of expected values, if event E, has ten
times the consequences of event E, but only one tenth the
l'i kelihood, then the products R, = P,C, and R, = P,C, are equal

That is, the events have the sane expected | evel of risk. Thus,
expected risk levels provide a balance of probabilities and
consequences. |In mathematical terns, the expected val ues may be
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simlar, but the |low probability, high consequence event may be
of greater concern. (12  For exanple, a conpany nmay be prepared

to sustain a steady level of relatively small [|osses or
accidents, but is concerned wth guarding against truly
catastrophic events. This is the notivation behind Ri sk

Managenent, al though, in all cases a range of consequences may be
of interest. Determning the point estimates for best and wor st
case R wll produce limting values for the risk estimtes and
yield a band of uncertainty in risk level.

A common way to interpret the values of probabilities and
consequences of different hazardous events is by nmeans of a Ri sk

Profile. This displays the probability distribution for
accidents and the range of their severity as a function of
i kelihood. If sufficient accident data exist, the cunulative

probability distribution function is used as a Risk Profile to
show the probability of damages at a given |evel or greater.
Figure 8-3 shows an exanple of a hypothetical Risk Profile for
commercial launch operations. A point (P,, G) on the curve can
be interpreted to nean there is a probability, P, of an accident
wth a consequence at least as large as C. Gven a set of
ordered pairs (P, G) obtained during the analytic phase of a
ri sk study, the actual Risk Profile is conputed using the | aws of
probabilities and conmbi natorial analysis. For actual cases, the
risk profile is wusually constructed by drawing the | owest
decreasing curve so that all the points with C < G are on or
belowit. The separate hazardous events with consequences C < C
are conbined into a single event with a probability equal to the
sum of their individual ©probability values (i.e., their
cunul ative probability). Then, the ordinate value P, in Figures
8-2 and 8-3 indicates the probability of an event, E, with a
consequence as large as or exceeding G (C = Q). The
acceptability ranges for risk nmust be determ ned and regul atory
risk targets nust be set consistent with these acceptable risk
t hreshol ds. These goals are often set according to ALAP (as | ow
as practical), BAT (best available technology), BPT (best
practical technology) or the cost of risk reduction.®  The
relative risk reduction achieved by various controls is also
displayed on the Risk Profile to indicate the nerit and
ef fectiveness of potential regulatory risk reduction neasures.
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or even disconti nuous,
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The frequency or the probability of the undesirable event (launch accidents)
pl otted agai nst the consequence nagnitude of interest (potenti al
i npacts such as dollar |oss for property damage, casualty,
shape of the curve could be convex, rather than concave,
dependi ng on the scale and the data points avail abl e.
facto acceptable risk Ilevels or design/operation
establ i shed ELV | aunch practices at Governnent Ranges.

8.4 | DENTIFI CATION OF HAZARDS, PROBABILITY ESTIMATION AND

CONSEQUENCE MODELI NG

Fault tree (or event tree) anal ysis has been successfully applied
in many technical fields to identify and logically order
scenari os | eadi ng t o equi prent breakdown, financial | oss or other
systemfailures to be controlled (see section 8.7). Fault trees
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have been applied occasionally to problens associated with space
| aunches, m ssion planning and approval (Chapters 9 and 10).
This results in an extensive set of analyses of the potentia
| aunch failure events and consequences.

Consequences of observed or anticipated accidents are often
nmodel ed by extrapolation from small scale tests, limted
observations, simulations and scoping cal cul ations. The goal of
guantitative risk assessment is not only to identify and rank
hazards, but to analyze the low probability events of high
consequence. This can focus <corrective action, inprove
managenent of risk factors and optimze resource allocation

These extrene events are feared nost by both public and
regul ators. They are often used as "worst case scenarios" or
extrenme "catastrophic" failures that serve as the basis for
conservative design and regul atory requirenents. (1112

However, catastrophic failures are sel dom observed. Therefore,
their probability of occurrence and consequences are uncertain
and difficult to quantify. The Three M| e Island nucl ear reactor
accident was this type of rare event. It occurred after 500
reactor years wthout a significant accident, yet was
gqualitatively anticipated and approxi mated. A severe earthquake
al ong the San Andreas Fault, with catastrophic i npacts on the San
Franci sco Bay area, is another exanple of an anticipated hazard
of low probability and high consequence that is difficult to
predi ct and control. Future levels of risk are usually predicted
by statistical analyses of relevant experience, although, a
conplete tinme series and representative sanpling of hazardous
events seldomexists. Predictions are often based on inference,
event reconstruction, interpretation and extrapolation, rather
t han on observed events. (*Y Because i ndustry and regul ators | earn
to inprove safety and reduce risk based on prior experience

Bayesi an statistics are sonetinmes used to reflect the decrease in
the probability/frequency of hazardous events when "l earning"
i nproves the odds. (!t  Alternative conputational methods to
infer a risk profile envel ope have been devel oped (e.g., trend
anal ysis) that include | ow probability, high consequence events,
when the high consequence results froma nunber of internediate
events and the structure of such a conposite event can be
anal yzed and quantified. *? However, such predicted or conposite
risk profiles are often controversial, as is discussed i n Chapter
9, which reviews the application of R sk Assessnent nethods to
space launch and orbiter systens and m ssions.

8.5 UNCERTAI NTI ES AND RELI ABI LI TY
Ri sk Analysis is not an exact science. Despite this, it is
w dely used to support regulatory and i ndustrial decision nmaking

and to allot resources. Ri sk anal yses perfornmed by different
anal ysts on the sane issue may lead to different results. The
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reason is that there are substantial uncertainties intrinsic to
risk assessnents deriving from inconplete know edge and
identification of potential failures, from incorrect nodeling
assunptions used in the quantification of hazardous events or,
more likely, fromthe variability in the possible type, tine,
pl ace and circunstances of an accident. D fferent (and possibly
i nconpl ete) data bases and assuned failure rates of conponents
may be used and thus | ead to discrepancies inresults. Different
statistical analyses of the sane data base may be justified by
stated assunptions and lead to further discrepancies in results.
Furthernore, the choice of a certain risk analysis nethodol ogy
may influence, and even determne, the conclusions of the

anal yses. Judgnents by experts evaluating and ranking the
hazards, i.e. the Del phi approach, are often subjective. Hence,
the risk analysis process has inherent Iimtations and

uncertainti es which nust be taken i nto consideration i n decision
maki ng.

Tests to establish reliability of conplex conmponents or systens
are usually expensive, making a m ninmum of tests desirable. On
the other hand, true probabilities are based ideally on results
fromvery large sanples. When only a fewitens are tested, the
results may not be truly representative. Tossing a normal coin
two or three times may result in heads each tinme. This may |ead
to the erroneous assunption that the result will always be heads.
The next three tosses may all be heads again, all tails or
conbi nati ons of heads or tails. Wth nore and nore tests the
average probability of a head (or tail) will be found to approach
0.5. The problemthen arises as to how nmuch confidence can be
pl aced on past results to predict future performance. The term
confidence level is used for this purpose. Tables have been
prepared to indicate the relationships between test results,
reliability and confidence. One such table is shown below in
abbreviated form (Tabl e 8-4).

Since there are residual wuncertainties associated with the
quantification of risk, confidence limts nust be placed both on
failure probabilities (usually 60% 90% brackets) to reflect this
uncertainty. A 60 percent confidence interval neans that there
is a 60 percent chance that the actual failurerate falls within
the range of given estinmates. A 90 percent confidence limt
means that there is a 90 percent chance that real events wll
fall within an estimted range. Confidence limts are based on
observations: if no failures occurredin 1,000 trials, there are
still three failures possible in the next 1,000. If 10,000 tests
wer e successfully conpl eted, that would statistically correspond
to a probability of three failures in 10,000 events with 95
percent confidence (i.e., areliability of .9997). In addition,
there may be | arge uncertainties in the consequence estinmate, so
that for any "best guess" point estimate, "worst case" and "best
case" limts are needed.
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TABLE 8-4. NUMBER OF TESTS THAT MUST BE PERFORMED WITHOUT A FAILURE TO PROVIDE A
SPECIFIC MINIMUM RELIABILITY AT ANY CONFIDENCE LEVEL. (Ref.6)

MINIMUM CONFIDENCE LEVEL
RELIABILITY (%) 90% 95% 97 1/2% 99% 99 1/2%
75 8 " 13 16 19
80 " 14 17 21 24
85 15 19 23 29 33
90 22 29 35 44 51
95 45 59 72 90 103
96 57 74 91 13 130
97 76 99 122 152 174
98 115 149 184 229 263
99 230 299 370 460 530

Most assenblies and systens actual |y do not have constant failure
rates, especially when the system does not have nany conponents
that are simlar or have simlar characteristics, such as |arge
mechani cal units. |nstead of being exponential, the distribution
of failures may be Gaussian, Wi bull, ganma or |og normal. The
chief difference is in establishnent of failure rates. Means of
inproving reliability as indicated above remain the sane. Table
8-4 is based on the sinplest assunption of a binoma
distribution, where the outcone of any trial can be either
failure (F) or success (S), randomy occurring wth the
probability of .5 (like tossing coins for Head/ Tail outcones).

8.6 RELI ABI LI TY VERSUS SAFETY
Reliability Analysis often provides useful inputs to quantitative
safety analysis since failure rates (observed or design goals)

for safety critical conponents and subsystens permt the
eval uation and control of adverse safety inpacts. Oten, to
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ensure safe operation, safeguards are incorporated into system
engi neering desi gn, such as: redundant features; manual overrides
for automatic conponents (valves, switches) which are safety
critical and special quality assurance, acceptability and
mai ntai nability specifications. Space |aunch vehicles and
payl oads have been traditionally provided with redundancy in the
in-flight destruct or other termnation system and the flight
control and comruni cations subsystens (see Chapter 2, Vol.1).
This ensures that a guidance failure or a failure in boost,
sustai ner or upper rocket stages will not |lead to undesirable
of f-range risk exposure and that risk to the public wll be
avoi ded and controlled by the Range Safety Oficer's ability to
safely destroy the spacecraft on comrand.

Reliability data on conponents and subsystens are essential to
predicting perfornmance. Table 8-5 shows as an exanple the
estimated probability that a certain nunber of failures wll
occur in the next 20 tries for a hypothetical |aunch vehicle,
based on assuned operational performance reliability figures in
the range of historical values and on a skewed binom al
distribution. (See also Ch.3, Vol. 1 for published reliability
figures on commercial space vehicles.)

TABLE 8-5. RELIABILITY USED AS PERFORMANCE PREDICTOR FOR A HYPOTHETICAL LAUNCH

VEHICLE
VEHICLE RELIABILITY (R)
0.98 0.975 0.97 0.96 0.95
EXPECTED "EVENT” (NUMBER OF
LAUNCH FAILURES IN 20 TRIES) PROBABILITY OF EVENT (P PERCENT)*
0 67 60 54 44 36
1 27 29 34 37 38
2 5 6 10 15 19
3 <1 1 2 4 6
4 0 0 0 0 >1

An illustration of the use of binomial distribution skewed to higher probability of the “event,” defined as “x failures in the
next 20 consecutive launches.” Note that the higher the assumed reliability, the higher the probability of “sucess” (i.e., fewer
failures in 20 launch attempts).
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However, it nust be noted that although reliability figures feed
safety analyses directly, a highly reliable system is not
necessarily safer. A key issue is the trade off between
reliability and safety: adding sensors and control systens to
detect malfunctions in a critical subsystem may enhance safety,
but decrease the overall reliability. A stick of dynamte is an
exanple of a highly reliable, but clearly unsafe object: when
triggered intentionally or wunintentionally, it wll explode
reliably. 1t is unsafe because of its high energy content, its
expl osive potential and its low trigger threshold. Safeguards
may enhance handl i ng safety, but decrease functional reliability.
In favor of the reliability of sinplicity, sonme engineers would
trade the sophisticated injection punps in nodern rockets for
sinple gravity fed ("big dunb") rockets.

Both human error and infrequent operational or accidental
failures, can lead to catastrophic accidents with a |ow
probability of occurrence and potentially high risk exposure.
| ndeed, in the case of space | aunch systens and operations, it is
the low probability and high consequence event that would
dom nate the public risk exposure. The |ikelihood of occurrence
and the public safety inpacts of any accidental failure in such
highly reliable subsystens and systens nust be quantitatively
assessed in order to appropriately define acceptabl e and expect ed
| evels of risk, and to regulate comercial space activities via
the licensing process (see Chapters 9 and 10).

Tabl e 8-6 shows the kind of basic conponent failure rates which
are used in probabilistic system failure conputations. These
apply to all nmechani cal and el ectrical systens across i ndustries.
Simlarly, human error nust often be factored into estimating
probabilities of systens breakdown, since operator error or
judgnment errors in responding to mnor failures can have mgjor
consequences. Table 8-7 shows that high stress work conditions
lead to nore frequent human error than routine functions and

oper ati ons. Human failure rates are typically higher than
equi prent failure rates and may conpound t hembecause of i nproper
or inconplete operator training 1in recognizing critica

situations or because of panic/stress response to an accident.
Consi derabl e attenti on has been paid to human/ machi ne i nterfaces
and to crisis training of personnel. The sanme considerations
should apply in analyzing a |launch "go/no go" decision, or a
command destruct decision for a space system as for a reactor
operator or a flight controller in a busy airport tower.
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TABLE 8-6. COMPONENT FAILURE RATES

Automatic Shutdown 10-2/demand
Emergency Shutdown System 10-3/demand
Defective Materials (Seals) 10-4/demand
Defective Pumps 10-3/year

Faulty Gasket 10-5/year

Brittle Fracture (pipes) 10-5/year

Pipe Failure - 3’ rupture 8 x 10-5/section year
Spontaneous Failures (tanks, etc) 10-6/year

TABLE 8-7. HUMAN FAILURE RATES (Ref. 18)

Task Probability of Error/Task
Critical Routine 10-3

Non-critical Routine: errors of omission

and commission 10-2-10-3
High Stress Operations. 10-2-10-1
Responses after major accident during:
- 1st minute 1
-to + 5 minutes 9x10-
-to + 30 minutes 10-1
-to +several hours 10-2
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8.7 Rl SK ASSESSMENT METHCDS

The adoption of an appropriate analytical technique is inportant
to any neani ngful qualitative or quantitative failure and/or risk
anal ysi s. Each risk quantification nmethod discussed and
illustrated below has its own special nerits, strengths,
weaknesses and an optimal domain of application (see Table 8-8).
Only if sufficient enpirical and statistical data are avail able
is the probabilistic nodeling of hazardous events justified. For
t he very infrequent catastrophic event, a determnistic anal ysis
of consequences (i.e., scoping calculations to estimate the type
and rmagnitude of inpacts assum ng that the accident has
occurred) may be sufficient in order to consider possible risk
managenent (prevention and energency response) and to estimate
the associated sensitivity to assunptions. Determ nistic
consequence nodeling of an wunlikely catastrophic event is
accept abl e and even necessary whenever accident statistical and
heuristic data available do not suffice to justify quantitative
estimates for its occurrence and observation based scoping
estimates for the magnitude of its consequences.

TABLE 8-8. STRENGTHS AND WEAKNESSES OF SELECTED RISK
QUANTIFICATION TECHNIQUES (REF. 10)

STRENGTHS WEAKNESSES
Preliminary Hazard Analysis (PHA)
L] dMay Ibe applied during very early stages of project ® Difficult to show effects of mitigation or to prioritize the
evelopment causes of one undesired outcome as does not show multipte
@ Very straightforward to carry out. causes of undesired event in same place
® Provides documentation of results ® Not particularly useful at later stages of development or for
reanalysis.

Fault Tree Analysis (FTA)

® Logical presentation of event sequences of concern ® Time consuming and requires careful identification of both
® Shows relative significance of events and causes top events and causes.

® Readily demonstrates effectiveness of mitigation or redesign. ® Requires skill to handle common mode failures, dependent
® Can be used in sensitivity analyses events, and time dependencies

®Can cover human errors as well as equipment failures. ® May be difficult to justify/obtain probabilities needed for

quantification.

Event Tree Analysis (ETA)

® May be used to develop critical events and consequences by @Mayneed FTA or some other method to develop
starting with a single failure, or may start with critical event probabilities

and develo i
—one p consequences. _ @ Very time consuming if starting with individual failures.
rders events in time sequence in which they occur ® May be incomplete if all events not identified

® Displays logi i
isplays logical relationships. ® Difficult to handle partial failures or time delays.
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There are several inductive nethods of risk anal ysis which assune
a particular failure node or failure initiating event. The
effects on the system perfornmance are then analyzed in order to
infer the propagation of failures (failure chains) and to assess
the sensitivity of the systemoperation to the postulated initial
failures (bottom to top). The nethods listed below focus
primarily on hazard identification and on the probabilities of
occurrence of hazardous events:

| nductive risk analyses nethods used in industry to determ ne
what failed states are possible include:

. The Prelimnary Hazards Analysis (PHA) - This is the nost
general and qualitative identification and |listing of
potentially hazardous conditions, which is used to guide
design, or the definition of procedural safeguards for
controlling these. Oten, PHA suffices to identify causal
failure chains, possible safeguards and risk prevention
opti ons.

The list of hazardous events to be prevented or controlled
can be devel oped i nto subevents. PHAis usually carried out
at an early stage of design and operations planning in order
to allow both design and operational <controls to be
inplenmented in a cost-effective manner. Table 8-9 is an
exanpl e of a Prelimnary Hazard Analysis |ist of
failures/mal functions, used to identify safety critical
failures and hazardous conditi ons and consequences, used to
suggest risk control (prevention, reduction and avoi dance)
strategies. The PHA technique has been used primarily in
the chem cal and petrol eumindustries and in the design of
critical facilities.

The PHA, al though chiefly an inductive nethod, can al so be used
in deductive analysis since it is primarily a systematic and
hi er ar chi cal listing of failures, accidental events and
circunstances leading to potentially catastrophic or ngjor
undesi rabl e consequences. Such listing of failure events and
their enabling conditions sinmulates closely and i s conpl enentary
to a FTA (see below) since it permts the definition of hazardous
chains of events and affords insight in the initiating (i.e.

causal ) factors enabling failure. The unlikely adverse end event
can al so be anal yzed in terns of nore probabl e subevents, down to
the comon minor failures in the domain of daily occurrences.
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TABLE 8-9. MALFUNCTIONS AND FAILURES (REF. 6)

POSSIBLE EFFECTS

Mechanical malfunctions

Equipment will not operate
Vibration and noise
Bearing problems

Power source failure

Complete inactivation of power dependent systems
Lack of propulsion during a critical period

Guidance failure of a moving vehicle

Failure during flight airborne systems

Inability to activate other systems

Failure of life support systems

Failure of safety monitoring and warning systems
Failure of emergency or rescue systems

Electrical system Failure

Entire system inoperative

Specific equipment will not operate
Interruption of communications

Detection and warning devices inactivated
Failure of lighting systems

Release of holding devices

POSSIBLE CAUSES

Broken part

Separation of couplings

Separation of fasteners

Failure to release holding device or interlock
Binding due to heavy corrosion or contamination
Misalignment of parts

Misaligned, ioose, or broken rotating or reciprocating
eguipment or parts
Broken or worn out vibration isolators or shock absorbers

Bearings worn due to overloading
Bearings too tight or too loose
Lack of lubrication

Prime mover failure
Internal combustion unit

- Fuel exhaustion or lack

- Oxygen exhaustion or lack

- Lack or failure of ignition source for chemical reaction
- Interference with reaction

~ Mechanical malfunction

— Failure of the cooling system

- Failure of the lubricating system

Blockage of steam, gas or water used to drive turbines

Excessive wear of power equipment
Mechanical damage to power equipment
Poor adjustment of critical device

Failure of connection to electric generator
Excessive speed due to lack of control

Loss of electrolyte for battery or fuel cell

Faulty connector or connection

Failure to make connection

Conductor cut

Fuses, circuits breakers, or cutouts open
Conductor burned our

Switch or other device open or broken
Short circuit

Overloading
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The Failure Mbde and Effect Analysis (EMEA) - This is a nore
detailed analytical procedure, which is used to identify
critical and non-critical failure nodes. Si ngl e point
(conmponent) failures which can | ead to systembreak down are
thus identified and fixes, such as redundancies or
oper ati onal bypass, are designed into the systens to prevent
them FMEA can be quantified if failure probabilities for
conponents can be used to derive the percentage of failures
by node. Critical and non-critical effects are used for
managi ng ri sk and preparing energency response pl ans.

Failure Mbde Effect and Criticality Analysis (EMECA) - This
type of analysis is a nore detailed variant of FMEA. It is
used for system safety analysis, to enable detailed
assessnent and ranking of critical nmalfunctions and
equi pnent failures and to devi se assurances and controls to
limt the inpacts of such failures (i.e. risk nanagenent
strategies). FMECA is wusually a tabular Ilisting of:
identified faults, their potential effects, existing or
requi red conpensati on and control procedures, and a summary
of findings.

Fault Hazard Analysis (FHA) - This nethod is particularly
useful for inter-organizational projects that require
integration, tracking and accountability. It is typically
used for space systens when nunmerous contractors design

test and certify various subsystens whi ch nust be i ntegrated
into a payload or a final |aunch system FHA forns display
in colum format: the conponent identification by
subsystem a failure probability; all possible failure
nodes; the percent failures by node; the effect of failures,
up to subsysteminterfaces; the identification of upstream
conponents that initiate, conmand or control the failure and
any secondary failure factors or environnental conditions to
whi ch the conmponent is sensitive.

Event Tree Analysis (ETA) - This approach is equivalent to
the qualitative part of Fault Tree Anal ysis (FTA, see bel ow)
and is used to display the Iikely propagation of failures in
a system Figure 8-4 is an exanple of an Event Tree which
is used to isolate a failure propagation sequence and
identify enabling conditions which can be controlled. Event
trees are wused in FVMEA, FMECA and FTA and require
identification of all failureinitiating events. Figure 8-5
is an exanple of an event tree for commercial space
operational failures.
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FIGURE 8-4. SEQUENCE OF EVENTS LEADING TO RUPTURE OF A PRESSURIZED TANK (Ref. 6)
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Double Failure Matrix (DEM - This nmethod is used to
list single vs. double subsystemfailures, only after
failure categorization by effects on the system have

been conpl et ed. Nanely, Fault Categories 1-1V
correspond to the severity of inpacts on the system
|. negligible, 1l. marginal, 1Il. critical and IV.

catastrophic. Then, for each subsystemthe conponent
failures and the corresponding fault categories are
listed in matrix form to determ ne how many ways a
certain hazard category can occur (single and nmultiple
failure nodes).

Hazard and Qperability Analysis (Haz-Qp), or
perability Hazard Analysis (OHA) - This is another
met hod of safety analysis wdely applied in designing
conplex <chenical facilities. (9 This procedure
involves the examnation of design, piping and
i nstrunent di agranms (P& D) and operation flowcharts in
order to ask a "what if" question at each node. What
woul d happen if a deviation fromnormal operations and
design conditions occurs at this point (Figure 8-6)7?

I ! t 1

Selgct PosFuI‘ate Assess Assess Note Finalize list of
unit deviation [ consequences likelihood | potential —®| potential
hazard hazards

I ! )
I

Reggest Evaluate
. additional information —
information

A 4

FIGURE 8-6. HAZ-OP METHODOLOGY (REF. 10)
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This nmethod is equivalent to the FIVEA analysis in the sense
that it permts identification of critical failure
initiators, single point failures, malfunction chains and
their effects on other parts of the system propagation of
failure. Design flaws that require safeguards to insure
operability (doubl e val ves, bypass redundance | ogi c, nanual
overrides, etc.) can thus be uncovered. This nethod is used
both in pre-design and post-design analyses to achieve
design verification, set acceptance criteria, nmeet
objectives in system operation, provi de procedural
nmodi fications to ensure safe operation and enplace
monitoring of safety critical itens. A Haz-OQp variant is
LAD (Loss Anal ysis Diagran), used to conpare desi gn options
and determine the risk acceptability levels or safety
margins in design. Simlarly, contingency analysis is used
as a conplenentary risk analysis nmethod to Haz-Qp, in order
t o manage ri sks, when | oss of control or a critical accident
occurs.

In contrast to the above approaches, deductive risk analysis
met hods require reasoning fromthe general to the specific: A
system failure is postulated and the subsystem failure nbdes
leading to it are analyzed and broken down to the term nal or
initiating failure event level ("top to bottom or "top down"
approach). Most accident investigations are of this type and are
used to deternmine how a system failure can occur.® This
i ncl udes:

. The Fault Tree Analysis (FTA) Mthodology for Hazard
Assessnent - The FTA technique is a logical nethod for
display and analysis of the hierarchical |inkage and
propagation of failure events leading to the adverse end
result, placed at the top of the "tree." Branches in this
logic tree represent alternative failure paths leading to
the stipulated end event and display interdependencies of
failures. A staged fault tree (Figure 8-7) allows the
definition of internediate levels of the events and
conditions that are necessary or enable failures to
propagate to the top of the tree. The internediate failure
events may, in turn, result fromthe aggregati on of | ower
level failures from systemlevel down to subsystens and
conponent failures. The bottomlevels display the failure
initiating or tree termnal events. Critical factors and
interrupt nodes for failure chains can be identified and
guantitatively exam ned. The nodes of the fault tree
represent |ogic AND or OR gates.
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E3 K2

E4

E5

Legend: Faults

E1-Topevent

E; ...Esintermediate fault event
R = primary failure

S,Sq = primary failure

K1,Kz = primary failure
T = primary failure K1 R

Circles denote terminal events

Rectangles denote fault events requiring further branching development and analysis into sub events.

@ - OR gate with two independent input events, either of which can lead to failure, but which cannot occur
simuitaneously {plus denotes additive probabilities)

G - AND gate specifies a causal faillure where input faults jointly cause the output fault and the dot denotes a
product of probabilities (both must occur for failure)

FIGURE 8-7. BASIC FAULT TREE SCHEMATIC (REF. 8)
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The AND gate represents the sinmultaneous occurrence of conditions
or events necessary toresult in failure propagation up the tree.
An OR gate indicates that each individual failure event entering
is capable of Ileading to higher |level failures. Car ef ul
consideration nust be given to the independence or nutual
i nt erdependence of events entering a particular logic gate to
insure the correct use of joint and conditional probability
concepts.

In the case of ELV launch or orbital failures, a fault tree may
be used to highlight single point (critical) failures and "conmon
cause" (not independent) failures which nust be "desi gned out" by
redundancy or greater safety nargins. Cl ever analysts use
"exclusive OR gates," by defining nutually exclusive sets of
failure events or aggregating lower level failure events into
conpl enmentary groups to facilitate estimation of probability at
each node of this event fault tree. FTA can be used both for
qualitative, and for quantitative anal ysis of hazards. However,
qualitative results nust be conbined with accurate failure rate
data in order to achieve neaningful quantitative results.

Assum ng i ndependence of failures, there are five "mninmal cut
sets," i.e., intersection of events, whose probabilities are
added at OR gates (provided that individual failure probabilities
are very small so that probability products are negligible
conpared to their sum, and nmultiplied at the AND gate.

E, = T+ E, =

= T+ (K + E) =

= T+ K, + (SE) =

= T+ K, +S (S +E) =

= T+K +(SS) +S (K +R =

= T+K +(SS) +S (K +95-R
The mnimal cut sets are T, K,, S-S;, S-K, and S:R (two singles
and three doubles). The largest contribution to the
probabilities will conme fromthe single point failures T and
K, (critical failures), since the small probabilities of
occurrence for the individual failure events, S, S;, K, and R
the product of their probabilities will make a very snmall, and

possi bly negligible, contribution to the final event
probability. Probabilities of sinultaneous failures at AND
gates necessary for a higher level failure to occur, may be
multiplied in sone approximations only if conditiona

probabilities for interdependent failures are subtracted and
the correct dimensionality is preserved. Usual |y,

probabilities of independent events at OR gates are added, if
P<1. Correct dinensionality nust be observed for all types of
| ogi ¢ gates.®
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Each branch of a failure event tree nust be quantified in a
consistent manner using either frequency wunits (1l/tinme
di nensi ons, rate per year, per hour or per event) or normalized
di nensi onl ess probabilities. By using observed or
proj ect ed/ expect ed val ues for the frequency or probability of
various failure nodes and by analyzing how they occur, the
i kelihood of each hazardous event can be quantified. Risk is
the product of this probability (or frequency) by the
consequence nmagnitude of the undesirable event. The correct
probabilistic dependencies (conditional, joint, mutually
exclusive) for the occurrence of failure events of the |ower
branches permt their quantitative aggregati on at gates and up
the tree. References 1, 3, 7, 8 and 10 discuss and illustrate
the application, wuse and practice of FTA and other
Probabilistic Ri sk Analysis (PRA) nethods, such as FMEA, in
i ndustry and Gover nnment.

The NRC and DOE have nmade extensive use of PRA in anal yzing,
i censing and regul ati ng t he operati on of nucl ear power plants;
in prioritizing generic nuclear industry, transportation and
wast e di sposal safety issues and in perform ng environnental
i npact anal yses. (1*1 DOD has al so used PRA to devel op and t est
nucl ear weapon systens. PRA is a conprehensive and integrated
anal ysi s of failures capabl e of reveal i ng their
interrelationship and their likelihood. Thus, in spite of its
uncertainties, high cost, effort and |imtations, PRA has
proven useful to regulators of technological risk both to
hi ghl i ght gaps in knowl edge and areas of research need and in
directing the industry and regulatory efforts towards redress
of high |everage safety problens. PRA's have aided in
formulating safety goals, criteria and defining risk
acceptability levels and nunerical conpliance targets for
i ndustry.
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